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Abstract. In this �tutorial� it is o�ered a quick introduction to game
theory and to some suggested readings on the subject. It is also consid-
ered a small set of game theoretical applications in the bioinformatics
�eld.

1 Introduction

It could be considered strange the fact that game theory (we shall abbreviate it
as GT) is used in the �eld of bioinformatics. After all, not only GT was created to
model economic problems, but also its foundational assumptions are very close
relatives of those made in neoclassical economics: basically, the assumption that
�players� are �rational� and intelligent decision makers (usually assumed to be
human beings). If we deal with viruses, or genes, it is not so clear whether these
basic assumptions retain any meaning, and we could proceed further, wondering
whether there are �rational decision makers� around.

We shall see that there are some grounds for such an extension in the scope
of game theory, but at the same time we acknowledge that there is another
reason (almost opposite) to use game theory in the �eld of bioinformatics. This
second reason can be found in the fact that game theory can be seen as �math +
intended interpretation�. Of course, if we discard the �intended interpretation�,
we are left only with mathematics: by its very nature, math is �context free�, so
that we are authorized to use all of the mathematics that has been developed
in and for game theory, having in mind whatever �intended meaning� we would
like to focus on (a relevant example of this �de-contextualization� is o�ered in
Moretti and Patrone (2008), about the so-called Shapley value). This switch in
the interpretation of the mathematical tools needs sound justi�cations, if it has
to be considered a serious scienti�c contribution, but this can be done, as it has
been done also in other very di�erent �elds of mathematics.

So, we shall try to emphasize a bit these two approaches to the subject of
this tutorial. Since we do not assume any previous knowledge of game theory,
we shall start with a very quick sketch of the basics of game theory (section
3), at least to set the possibility of using its language. Since game theory is a
subject quite extended in width and depth, for the reader interested to go further
(maybe considering to apply GT on its own) we cannot do anything better than
providing suggestions for further readings. For this reason, in section 3 we shall
provide a concise guide to the main relevant literature, especially to GT books.

We shall then move to illustrate some of the GT applications in the �eld of
bioinformatics. Due to our personal contributions to the �eld, we shall mainly



stress the applications of a basic concept and tool for �cooperative games�: the
so-called Shapley value. This will be the subject of the �rst subsection of section
4. The second subsection will be a very quick tour touching some of the diverse
ways in which GT has been used in bioinformatics.

2 Game theory: its basics

There is no doubt about the date of birth of GT: it is 1944, year in which Theory

of games and economic behavior, by John von Neumann and Oskar Morgenstern,
appeared. That book built the language of the discipline, its basic models (still
used today, with the improvement given by Kuhn (1953) to the de�nition of
games in extensive form), and strongly suggested that GT should be the adequate
mathematical tool to model economic phenomena. Of course, there was some
GT before 1944 (extremely important is the so-called �minimax theorem� of von
Neumann, appeared in 1928), but that book set the stage on which many actors
have been playing since then.

From the �birth� of GT it has been accumulated a lot of models, results,
applications, foundational deepening. After more than 60 years, GT is really
a non disposable tool in many areas of economic theory (consumers' behavior,
theory of the �rm, industrial organization, auctions, public goods, etc.), and has
spread its scope to other social sciences (politics, sociology, law, anthropology,
etc.), and much beyond.

The core situation that GT models is a situation in which individuals �strate-
gically interact�. The way in which interaction is meant is the following: there is
a set of individuals, each of whom has to make a choice from a set of available
actions; it will be the full set of choices made by each individual to determine
the result (or outcome). An important point is that individuals generally have
di�erent preferences on the �nal outcomes. Moreover, interaction is said to be
�strategic�: it is important that individuals are aware of this interactive situation,
so that they are urged to analyze it, and for that it will be important to know
the structure of the interactive situation, the information available, and also the
amount of intelligence of the players.

The form which is most used to model such a situation is the so-called �strate-
gic form�. It is quite easy to describe: it is a tuple: G = (N, (Xi)i∈N , (fi)i∈N ),
where:
- N is the (�nite) set of players
- Xi is the set of actions (usually said �strategies�) available to player i ∈ N
- fi : X → ℝ, where X =

∏
i∈N Xi, are the �payo�s�.

Many things should be said about the payo�s, but the main point is the fol-
lowing: given a so-called �strategy pro�le�, i.e. x ∈ X, it will determine an out-
come ℎ(x); fi(x) is the personal evaluation of the outcome by player i, measured
on some scale. Using a terminology which is standard in neoclassical economics,
one can see fi as the composition of the function ℎ with the �utility function� ui
of player i (ui is de�ned on the set of outcomes).



We introduce here a couple of very simple (but quite relevant) examples
of games in strategic form. The �rst one is the so-called �prisoner's dilemma�:
N = {I, II}, XI = XII = {C,NC}, and fI , fII are described in table 1 (where,
e.g., fI(C,NC) = 4, fII(C,NC) = 1.

Table 1. Prisoner's dilemma

I∖II C NC

C (2, 2) (4, 1)
NC (1, 4) (3, 3)

The description of a game by means of a table like table 1 is quite common
in the case in which there are two players, with �nite strategy sets (the table is
often referred as a �bimatrix�, since cells contain two numbers, the payo�s for
each of the players).

A second example is the �battle of the sexes�, which is given in table 2.

Table 2. Battle of the sexes

I∖II L R

T (2, 1) (0, 0)
B (0, 0) (1, 2)

It is important to stress the fact that the standard assumption behind a
game modeled in strategic form is that each player chooses his strategy without
knowing the choices of the other players (just think of a sealed bid auction).

The relevant question is: what is a �solution� for a game in strategic form?
Before answering this question, it is important to notice that game theory can
be seen both from a prescriptive (or normative) and a descriptive (or positive)
point of view, these �dual� points of view are often found in models for the social
sciences. That is: a �solution� can be seen either as:
- what players should do (prescriptive point of view)
- what we expect that players (will) do (descriptive point of view)

The basic idea of solution for strategic games is the Nash equilibrium, which
can �nd justi�cations based both on normative and descriptive bases. The formal
de�nition is as follows.

Given a game G, a strategy pro�le x̄ ∈ X is a Nash equilibrium if:
- for every i ∈ N , fi(x̄) ≥ fi(xi, x̄−i) for all xi ∈ Xi (here x−i denotes the set of
the remaining �coordinates� of x, after having deleted the i− tℎ).

An essential condition behind the use of the Nash equilibrium as a solution for
games in strategic form brings us to consider the so-called �institutional setting�
under which the game is played: we refer here to the fact that players cannot sign



binding agreements. This assumption is fundamental in considering the game as
a non cooperative game: if players can sign binding agreements, we say that we
have a cooperative game. Namely, if we assume that agreements are not binding,
one can see the de�nition of Nash equilibrium as some kind of stability condi-
tion for the agreement x̄: the condition that de�nes a Nash equilibrium amounts
to say that no player has an incentive to unilaterally deviate from the agreement.

What are the Nash equilibria for the two examples introduced before? For the
prisoner's dilemma, the unique Nash equilibrium is (C,C), which yields a result
that is not e�cient. This surprising fact (players are rational and intelligent!)
has been the reason for a lot of interest about this game, which is by far the
�most famous� one in GT.

For the battle of the sexes there are two Nash equilibria: (T, L) and (B,R).
Not only the battle of the sexes provides an example in which the Nash equilib-
rium is not unique, but it has the additional feature that players have opposite
preferences on these two equilibria: player I prefers (T, L), while player II prefers
(B,R). But the most interesting point is that the battle of the sexes shows quite
clearly that a Nash equilibrium is a pro�le of strategies, and that it is (generally)
nonsense to speak of equilibrium strategies for the players: which would be the
equilibrium strategies for player I?

It has to be stressed that the model of a game in strategic form can be used
in principle to represent both cooperative and non-cooperative games, but de

facto it is essentially used only for non-cooperative games. The same thing can
be said of the second basic model used in GT: games in extensive form. We
shall not discuss this model, which is useful to describe interactive situations
in which the �timing� of the choices made by players is relevant (chess, poker,
English auctions): we shall just mention the fact that it can be considered as
a natural extension of a �decision tree�. It is also important the fact that a
game in extensive form can be transformed in a canonical way into a game in
strategic form: this fact (already emphasized in von Neumann (1928)) is relevant
in extending the scope of games in strategic form, going beyond the immediate
and trivial interpretation (players decide �contamporarily�). This is obtained by
means of the idea of �strategy� as an action plan, allowing to use games in
strategic form o describe also situations in which players are called to make
choices that can be based on the observation of previous choices made by other
players.

So far, we have almost left out the cooperative games. Even if the strategic
and extensive form models can be used, the most common model for cooperative
games is given by the so-called games in �characteristic form� (also said �in coali-
tional form�). Such a model provides a description of the interactive situation
which is much less detailed than those provided by the other two models. Apart
from this, it is a model which is �outcome oriented�, since it displays the �best�
results that can be achieved (possibly using binding agreements) by coalitions,
i.e., group of players.



We give here the formal de�nition of a game in characteristic form. To be
more precise, we shall con�ne ourselves to the (simpler) version that is identi�ed
as the �transferable utility� case.

A game in characteristic form with transferable utility (quickly: a TU-game)
is a couple (N, v), where:
- N is a �nite set (the players)
- v : P(N)→ ℝ, with v(∅) = 0 is the so-called �characteristic function�.

Of course, the key ingredient is v, the characteristic function, which assigns
to each subset of N (usually referred as a �coalition� of players), a real number
which has the meaning of describing (in some common scale) the best result that
can be achieved by them.

As it can be clearly seen, there is no room for �strategies� in this model: the
basic info is the (collective) outcome that can be achieved by each coalition.

Due to the quite di�erent approach w.r.t. the model used for non-cooperative
games, it should not come as a surprise that the �solutions� available for TU-
games obey di�erent types of conditions, compared to the Nash equilibrium.
Before going to describe the two main solution concepts for TU-games (the core
and the Shapley value), it is worth emphasizing a relevant di�erence between
cooperative and non-cooperative games for what concerns the approach to the
idea of a solution for them. Games in strategic and extensive form, used in the
non-cooperative setting, try to o�er an adequate description of the possibilities
of choice available to the players: this fact allows us to use essentially a basic
principle (that of Nash equilibrium) as the ground for solution concepts1. On
the other hand, the astounding simplicity of a TU-game has a price to be paid:
the huge amount of details which is missing in the model has to be recovered
somehow when we pass to the �solution� issue. As we shall see, the two main
solutions that we shall describe obey di�erent lines of thought. The overall result
is that we �nd signi�cantly di�erent groups of solution concepts: to give just
an example, the �bargaining set�, the �kernel�, the �nucleolus� are three di�erent
solutions that all try to incorporate conditions2 di�erent from those incorporated
in the core or the Shapley value.

Having said this, let us consider one of the two anticipated solution concepts
for a TU-game: the core. In the reminder of this section we shall assume that
the TU-games that we shall consider satisfy the superadditivity condition3:

1 It must be noticed that there are other relevant solutions, apart the Nash equilib-
rium. To quote the most relevant, we can mention: subgame perfect equilibrium,
perfect equilibrium, proper equilibrium, sequential equilibrium. These di�erent solu-
tion concepts try to cope with de�ciencies of the Nash equilibrium, but are no more
that (relevant) variants of the basic idea behind the Nash equilibrium.

2 The �bargaining set� tries to take care of the possibilities of �bargaining� among
the players, through proposals for an allocation, and the objections and counter
objections that can be made w.r.t. the proposed allocation. The �kernel� and the
�nucleolus� were introduced having in mind approaches to �nd allocations belonging
to the bargaining set (which is di�cult to determine).

3 It is not an unavoidable condition, but it allows for more �natural� interpretations
of formal conditions that we shall use.



- a TU-game is said to be superadditive if v(S ∪ T ) ≥ v(S) + v(T ) for any
S, T ⊆ N , s.t. S ∩ T = ∅.

The interpretation of this condition is quite natural: if two groups of players
join together, they should be able to achieve at least the sum of what they are
able to achieve acting separately.

For a superadditive game, the best collective results can be achieved when
all of the players act together: so, a critical point to identify a solution is to look
at v(N) and to reasonable methods to split it among the players.

Some terminology is needed:
- x = (xi)i∈N ∈ ℝN is said to be an allocation

- an allocation x is said to be an imputation if:
- - xi ≥ v({i}) for each i ∈ N (individual rationality condition).
- -

∑
i∈N xi = v(N) (e�ciency condition).

It is clear that being an imputation is essentially a necessary condition for a
reasonable way of dividing v(N) among the players: if the individual rationality
condition is violated for some i, this player will prefer to �play alone�, instead of
joining the �grand coalition� N .

The �core� of a TU-game can be seen as an almost straightforward extension
of the individual rationality condition to some sort of �group rationality�. The
de�nition is actually quite simple.

An allocation x = (xi)i∈N ∈ ℝN belongs to the core of the game (N, v) if:
-
∑
i∈S xi ≥ v(S) for all S ⊆ N

-
∑
i∈N xi = v(N).

It could be surprising, maybe, but the core of a superadditive TU-game can
be empty. A standard example is given by the so-called simple majority game
(N = {1, 2, 3}): v(N) = v({1, 2}) = v({1, 3}) = v({2, 3}) = 1, v({1}) = v({2}) =
v({3}) = 0. If an allocation satis�es the conditions for being in the core, it must
be:
- x1 + x2 ≥ 1
- x1 + x3 ≥ 1
- x2 + x3 ≥ 1
From this we get that x1 + x2 + x3 ≥ 3/2, which contradicts the e�ciency
condition.

Another interesting example is given by the so-called �glove game�. Members
of N belong to two subsets that partition N , �L� and �R�, whose intended mean-
ing is that each player is owner of exactly one �left� or �right� glove, respectively.
Unpaired gloves are worthless, pairs of glove have value 1: this is enough to get
a TU-game (clearly v(S) = min{S ∩ L, S ∩R}).

If #R = #L +1, there is a unique allocation in the core: �left� owners get 1,
�right� owners get 0. This is true for all values of #L, even if #L = 106. If one
can imagine that left owners have some kind of advantage, due to the relative
scarcity of left gloves w.r.t. right gloves, this advantage intuitively seems to be
not so strong (especially for �big� values of #R) to justify the fact that left
owners would get all, leaving nothing to right gloves owners.



Despite of these examples, the core is an important solution concept, and
has been proved to be especially useful in economic applications, in particular
for the class of the so-called market games, for which it can be proved (under
reasonable assumptions) that it is always non empty. It is interesting to notice
that, despite its simplicity, it was not proposed as a solution in the seminal
book of von Neumann and Morgenstern. It appeared later, in 1953, proposed
by Gillies in his PhD thesis (Gillies (1953)) that was devoted to the analysis of
�stable sets�: the idea of a �stable set� was the proposal by von Neumann and
Morgenstern as a solution for TU-games. This kind of solution, quite interesting
from a theoretical point of view, proved to be unpractical, except for games with
few players, o�ering moreover in some cases results that do not o�er any kind
of sensible interpretation.

In the same year in which the idea of the �core� appeared, another, quite
di�erent, proposal was made by Shapley (1953). There are many reasons of
interest for the solution proposed by Shapley (now named Shapley value), and
we shall list here quickly the most prominent:
- contrary to the core, which is a set of imputations, it is a single valued solution
- it was conceived as a way to �predict� the gain that a player could expect (in
average), playing a given game
- it was introduced in an �axiomatic� way4: that is, Shapley introduced a set of
conditions that a solution should satisfy, and proved that there is a unique way
to associate to any TU-game an allocation that satis�es these conditions.

Let us see a set of axioms that determine the Shapley value (it is a set of
conditions a bit di�erent from that used by Shapley, but the di�erences are more
formal than substantial and o�er us a quicker way to approach it). Given a set
of players, N , consider the set of all superadditive TU-games having N as player
set: SG(N). We want to �nd a map � : SG(N)→ ℝN that satis�es the following
conditions:

- EFF
∑
i∈N �((N, v))i = v(N).

- SYM Symmetric players get the same. Two players i and j are symmetric if
(v(S) ∪ {i})∖{j} = (v(S) ∪ {j})∖{i} for all S ⊆ N .
- NPP If i is a �null player�, i.e. v(S ∪ {i}) = v(S) for all S ⊆ N , then i gets
zero.
- ADD �(v+w) = �(v) +�(w) for all v, w ∈ SG(N). The game v+w is de�ned
�pointwise� as follows: (v + w)(S) = v(S) + w(S) for any coalition S.

The interesting result is that there is a unique � satisfying these four condi-
tions, and this map is called �Shapley value�. It can be shown that the Shapley
value is some appropriate average of the marginal contributions of the players
(�marginal contribution� of player i to a coalition S is v(S ∪ {i})− v(S)), from
where one can get the following formula that expresses the Shapley value:

4 The axiomatic approach had been applied in a very successful way by Arrow (1951)
and Nash (1950) few years before.



�i(v) = 1
n!

∑
�m

�
i (v).

Here � is a permutation of N ; j is the unique element in N s.t. i = �(j), and
m�
i (v) = v({�(1), �(2), . . . , �(j)})− v({�(1), �(2), . . . , �(j − 1)}).
As could be expected, in the simple majority game the Shapley value assigns

to each player 1/3 (this is immediately seen using SYM and EFF). For the glove
game, if #L = 106, we have that �L� players get approximately 0.500443 and
�R� players 0.499557. A much more �reasonable� result than those o�ered by the
core.

It is interesting to notice that signi�cantly di�erent axiomatic characteriza-
tions are available: Young (1985), Hart and Mas-Colell (1987).

Another aspect worth being mentioned is that the axiomatic characterization
given by Shapley not necessarily �works� if we restrict the attention to subsets
of SG(N). A particularly relevant example is provided by the class of simple

games: a TU-game is simple if v assumes just the values 0 or 1, and v(N) = 1. It
is obvious that summing two simple games we do not get a simple game (at least,
v(N) would be equal to 2), so the ADD condition becomes completely irrelevant,
and the three remaining axioms are not enough for a complete characterization
of the Shapley value for this class of games. Dubey (1975) has shown that it is
enough to substitute ADD with TRANSF:
- TRANSF For any two simple games v and w, �(v∨w)+�(v∧w) = �(v)+�(w).

A similar problem is found for the class of microarray games, which we shall
extensively discuss in section 4.

3 Suggested readings

As said in the introduction, the room allowed for introducing basic facts about
GT is obviously too small to consider even quite relevant questions: to quote just
one, a due discussion about the meaning of the payo�s and of the values of the
characteristic form. So, we shall provide a relatively small set of bibliographical
items that could be useful for readers willing to go further these small notes.

First of all, books that are good as a �preliminary step�, almost at a divul-
gative level: Davis (1970) and Stra�n (1996).

A more complete introduction to GT is o�ered by the books of Osborne
(2003) , Binmore (1992), Dutta (1999), Luce and Rai�a (1957).

At a more advanced level, I would suggest three books that are essentially
texts for graduate students: Owen (1968), a very good source for cooperative
games; Myerson (1991), whose highlights are (in my humble opinion) the chap-
ters on utility theory, on communication and on cooperation under uncertainty;
Osborne and Rubinstein (1994), that I would recommend for repeated games and
implementation theory. A text that is worth to consider as a general reference
source is the Handbook of Game Theory, in three volumes, edited by Aumann
and Hart (1992).

It is worth mentioning, having in mind the bioinformatics reader, a recent
volume entitled �Algorithmic Game Theory�, edited by Nisam et al., (2007).



Interesting sources to discuss foundational and interpretational issues are the
already quoted book by Luce and Rai�a, Kreps (1990) and Aumann (1987).

From the point of view of web-based sources, it is quite rich the web page
maintained by Shor: http://www.gametheory.net. A lot of material (most of
which in Italian, but it can be found also a video course on GT, available for
download and in English) can be found also in my web page:
http://dri.diptem.unige.it. To conclude, I mention a video lecture, by Tommi
Jaakkola, MIT: �Game theoretic models in molecular biology�,
http://videolectures.net/pmsb06_jaakkola_gtmmb/.

4 Applications of Game Theory

We shall stress in this section applications that use the Shapley value for co-
operative games o�ering, for other applications, just a quick description and
references.

4.1 Using the Shapley value

A �rst application that we shall brie�y describe is Kaufman et al., (2004). Focus
of this contribution is the RAD6 DNA repair pathway for S. Cerevisiae (yeast).
In such a pathway are involved 12 genes, and the question is to measure the rel-
evance of each gene for this pathway. The laboratory technique used is somehow
classical, i.e. the knock-out of genes. Critical factor is that groups of genes are
knocked-out: in such a way, it is identi�ed a �coalition� S, composed of the re-
maining genes. The value v(S) assigned to S is the survival rate to UV radiation
exposure. In such a way one gets a TU-game (N, v).

There is a non-trivial problem, however. Even if the knock-out technique is
classical, one has to consider that the number of subsets of N = {1, 2, . . . , 12} is
212 = 4096, so that it is not sensible to conduct all of the experiments needed
to get �the whole game� (N, v). This is a quite common issue in �practical�
applications of GT, and has been somehow analyzed in Moretti and Patrone
(2004), in which has been taken into account the fact that getting the data for
knowing (N, v) is a costly operation so that one has to balance costs with the
main aim of the application (in that paper, the focus was on the fairness of the
imputation of costs).

Getting back to the contribution of Kaufman et al. (2004), they propose
the Shapley value to evaluate the relevance of the di�erent genes in the RAD6
pathway. Of course, having not all of the data for (N, v), they need some ap-
proximation/estimation techniques, for which we refer the reader to the paper.

We shall switch to another application of GT, to which we shall devote some
more space to it, since it presents at least a couple of non-trivial questions related
with the application of the GT tools.

In Moretti et al. (2007) it has been introduced a subclass of TU-games, named
�microarray games�, aiming at answering the following research question: �nd a



relevance index for genes (using the data obtained by a microarray gene exper-
iment), taking into account the way in which groups of genes �move together�
when switching from healthy to ill condition.

We shall focus here on microarray data from mRNA expression. Having se-
lected a set of genes to analyze, each sample from an experiment will provide an
array of data (expression levels for the selected genes), so that the outcome of an
experiment will be a matrix collecting the data from all samples. The starting
point for applying GT is to obtain a TU-game (a microarray game) from such a
matrix. This is achieved in two steps: the �rst one is a discretization procedure,
which converts the expression matrix into a boolean matrix. This is done �xing
thresholds5 that distinguish, e.g., �normally expressed� genes (to which it will be
attributed the value 0 in the boolean matrix) and �abnormally expressed� genes
(value 1).

Given a boolean matrix and a set (�coalition�) of genes S, v(S) is de�ned in
the following way: it is the number of samples for which S contains all of the
genes to which is assigned value 1, divided by the total number of samples.

Having the microarray game (N, v), one can apply all of the mathematical
tools developed for TU-games, and refer to any kind of solution, Shapley value
included. Of course, it remains the problem of justifying the use of a partic-
ular �solution�, given the context. The path followed in the paper is somehow
reversed, w.r.t. what has been just noticed. The idea followed is to propose a set
of conditions that a �relevance index� should satisfy and then see what one gets.
A critical role is reserved to partnerships of genes. Partnerships in the context
of TU-games were introduced by Kalai and Samet (1988) to analyze weighted
Shapley value. The de�nition is the following:
- given (N, v), S ∈ P(N) ∖ {∅} is a partnership if: for each T ⊊ S and each
R ⊆ N ∖ S, v(R ∪ T ) = v(R).

So, a partnership, in the setting of microarray games, represents a set of genes
that are relevant when they �move together�, and so it is natural to attribute an
adequate �weight� to them. The assumptions made on the �relevance index� (a
map F de�ned on the set of microarray games with gene set N ,ℳ(N), to ℝN )
that is sought for, are given by the following three conditions (�axioms�) which
involve partnerships:

- PR The solution F has the Partnership Rationality property, if
∑
i∈S Fi(N, v) ≥

v(S) for each S ∈ P(N) ∖ {∅} such that S is a partnership of genes in the game
v.

The PR property determines a lower bound of the power of a partnership,
i.e., the total relevance of a partnership of genes in determining the onset of the
tumor in the individuals should not be lower than the average number of cases
of tumor enforced by the partnership itself.

- PF The solution F has the Partnership Feasibility property, if
∑
i∈S Fi(N, v) ≤

5 The choice of the threshold is clearly delicate: we refer to the original paper of
Moretti et al. (2007) for some discussion about it.



v(N) for each S ∈ P(N) ∖ {∅} such that S is a partnership of genes in the game
v.
Contrary to PR, the PF properties �xes a natural upper bound of the power of
a partnership: the total relevance of a partnership of genes in determining the
tumor onset in the individuals should not be greater than the average number
of cases of tumor enforced by the grand coalition.

- PM The solution F has the Partnership Monotonicity property, if Fi(N, v) ≥
Fj(N, v) for each i ∈ S and each j ∈ T , where S, T ∈ P(N)∖{∅} are partnerships
of genes in v such that S ∩ T = ∅, v(S) = v(T ), v(S ∪ T ) = v(N), ∣S∣ ≤ ∣T ∣.

The PM property is very intuitive: genes in the smaller partnership should
receive a higher relevance index than genes in the bigger one, where the likelihood
that some genes are redundant is higher.

To these crucial axioms it has been added a couple of �almost obvious� con-
ditions:

- NG For a null gene (i.e., null �player�) i ∈ N , Fi(N, v) = 0
- ES We refer to Moretti et al. (2007) for the somehow technical de�nition. The
intended meaning is that all of the samples deserve the same importance.

It turns out that there is a unique �relevance index� that satis�es these �ve
conditions, and that it coincides with the Shapley value.

This theoretical result poses a �practical� computational question: is it pos-
sible to compute the Shapley value for a given microarray game, taking into
account that the �players� are of the order of thousands, or tenths of thousands?
The answer, luckily, is positive. Not only it is possible, but the computation is
also very easy and very quick: the reason for that has to be found in the fact
that the Shapley value can be computed directly from the discretized (boolean)
matrix, without having to consider the microarray game. This is a fact not new
in GT: for example, in the �eld of the so-called �Operation Research Games� it
often happens that a GT solution can be computed directly form the data of the
original OR problem, without the need of knowing the game that has been built
on it, the �Bird rule� being perhaps the most well know example of this kind6.
Going back to �microarray games� and Shapley value, the meaning of what we
have noticed is that the role of GT is mainly connected with the justi�cation of
the computations that will rank genes in order of relevance.

Applications of this approach have been made in Moretti et al. (2007) to
colon cancer data, provided in Alon et al. (1999); to data about neuroblastoma
in Albino et al. (2008); to the in�uence of pollution, in Moretti et al. (2008),
where the GT analysis is combined with classical statistical tools; to autism, in
Esteban and Wall (2009). It has also been made a comparison between the use of

6 It provides an element of the core of a �minimum cost spanning tree� game, just
looking directly at the information on the connection costs that are associated to
the connection graph, see Bird (1976).



the Shapley value and of the Banzhaf value7 for microarray games, in Lucchetti
et al. (2009).

4.2 A quick look at other GT applications

We shall give here a very concise description of few GT applications that o�er
an idea of the di�erent GT tools and di�erent applied �elds, falling under the
heading of �Game theoretic applications in bioinformatics�.

In Kovács et al. (2005), in the context of energy and topological networks of
proteins, it is discussed the possibility of introducing protein games to reduce
the number of energy landscapes occurring when a protein binds to another
macromolecule.

Bellomo and Delitala (2008) analyze the role of mathematical kinetic theory
of active particles to model the early stages of cancer phenomena, including in
the available tools also stochastic games.

Wolf and Arkin (2003) stress that regulatory network dynamics in bacteria
can be analyzed using motifs, modules and games. In particular, it is suggested
that the dynamics of modules determines the strategies used by the organism to
survive in the game in which cells and the environment are involved.

Frick and Schuster (2003) suggest that, for some range of the relevant param-
eters, microorganisms that can choose between two di�erent pathways for ATP
production can be engaged in a prisoner's dilemma game. The e�ect is that of
an �ine�cient� outcome, meaning in this setting a waste of resources.

In Nowik (2009), it is described the competition that takes place among
motoneurons that innervate a muscle. The problem is modeled as a game, where
the �strategies� for the motoneurons are their �activity level�. This model is
able to justify the emergence of the so-called �size principle�, and to provide
predictions which can be subjected to experimental testing.

The last paper that we mention is Schuster et al. (2008), which is a survey
on the use of evolutionary game theory to analyze biochemical and biophysical
systems.
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