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Abstract
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formation, however, has powerful effects on individual behavior: if costs of forming links are b
a certain threshold then players coordinate on the risk-dominant action, while if costs are abo
threshold then they coordinate on the efficient action. These findings are robust to modific
in the link formation process, different specifications of link formation costs, alternative mod
mutations as well as the possibility of interaction among indirectly connected players.
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1. Introduction

In recent years, several authors have examined the role of interaction structure—
different terms like network structure, neighborhood influences, and peer group pre
have been used—in explaining a wide range of social and economic pheno
This includes work on social learning and adoption of new technologies, evoluti
conventions, collective action, labor markets, and financial fragility.1 The research sugges
that the structure of interaction can be decisive in determining the nature of outc
This leads us to examine the reasonableness/robustness of alternative structures
model in which the social network is itself an object of study andco-evolves with the othe
dimensions of agents’ choice.

More specifically, in the present paper we apply this approach to the following pro
the influence of link formation on individual behavior in games of coordination.2 There is
a group of players, who have the opportunity to play a 2× 2 coordination game with eac
other. This game has two pure-strategy Nash equilibria, one of them Pareto efficie
risk-dominated) and the other risk dominant (but inefficient). Two players can only pla
with one another if they have ‘link’ between them. These links are made on indiv
initiative. They are also costly to form, in the sense that it takes effort and reso
to create and maintain them. A link permits several interpretations; examples in
communication links (with messages sent from one person to another), investments
time and effort by two persons in building a common understanding of a research pro
or travel by one person to the location of another to carry out some joint project.

The link decisions of different players define a network of social interaction. In add
to the choice of links, each player has to select an action that she must use in all the
that she engages in. Thus, given the incentives of individuals to form (or destroy)
links, twin processes of link and action adjustment unfold thatjointly determine the socia
outcome. We are interested in the nature of networks that emerge and the effects
formation on social coordination. We mostly focus on a setting where links as w
actions in the coordination game are chosen byindividuals on an independent basis. (T
idea that links can be one-sided is closer in spirit to the first and third examples of
given above.) This approach of one-sided links allows us to explore the implications o
formation for social coordination as part of a non-cooperative game, which facilitates t
exposition greatly.3

We start with a consideration of the static problem. Here we find that a varie
networks—including the complete network, the empty network and partially conn
networks—can be supported at Nash equilibria of the static (strategic-form) game induce

1 See, e.g., Allen and Gale (2000), Bala and Goyal (1998), Chwe (2000), Coleman (1966), Elliso
Fudenberg (1993), Ellison (1993), Granovetter (1974), Haag and Lagunoff (2000), and Morris (2000), amo
others.

2 Many games of interest have multiple equilibria. The study of equilibrium selection (which manifests itse
most sharply in coordination games) therefore occupies acentral place in game theory. We discuss the contribu
of our paper to this research in greater detail below.

3 In a subsequent section we elaborate on alternative formulations of link formation and argue that the ma
insights are robust to a variety of modifications (see Section 4).



180 S. Goyal, F. Vega-Redondo / Games and Economic Behavior 50 (2005) 178–207

ell as
iate

ing
n

uals
,
omes,
both

e long

lying
t link.)
f the
just

plete),
er, the
a

n are
se
stically
re, our
e same
y

e
ing
es. We

ty
Moreover, the society can coordinate on different actions and conformism as w
diversity with regard to actions of individuals is possible at equilibrium. The immed
counterpart of this multiplicity of Nash equilibria is that any (best-response) learn
dynamics must also have multiple rest points,which in turn motivates an examinatio
of the stochastic stability of different outcomes.

To this end, we propose a dynamic model in which, at regular intervals, individ
choose links and actions to maximize (myopically) their respective payoffs. Occasionally
they also make errors or experiment. Our interest is in the nature of long-run outc
when the probability of these errors is small. This leads to clear-cut predictions,
concerning the architecture of networks as well as the nature of social coordination.

First, we show that, provided the costs of link formation are not too high,4 any network
architecture that is robust enough to be observed a significant fraction of time in th
run (i.e. occurs at so-called stochastically stable states) must be complete.5 (Fig. 1a gives
an example of a complete network in a society with 4 players, where a filled circle
on the edge near a player indicates that this player has formed, or supports, tha
This implies that partially connected networks, even if they define Nash equilibria o
social game (and thus rest-points of the perturbation-free best-response dynamics), are
ephemeral situations in the long run.

Secondly, we also find that in the long-run states (where the social network is com
players always coordinate on the same action, i.e. social conformism obtains. Howev
specific nature of coordination sharply depends on the costs of link formation. There is
threshold value in the interior of the payoff range such that, if the costs of link formatio
below the threshold, players coordinate on the risk-dominant action. In contrast, if tho
costs are above that threshold, players coordinate on the efficient action at all stocha
stable states. This is the content of our main result, Theorem 3.1. In sum, therefo
analysis reveals that, even though the eventual architecture of the social network is th
(i.e. complete) in all “robust” cases, theprocessof network formation (i.e. the dynamics b
which links are created and destroyedout of equilibrium) has crucial implications for th
nature of social coordination. Specifically, it leads to very different conclusions concern
the strategy choice selected in the long run, as the magnitude of linking costs chang
elaborate on some aspects of these resultsand sketch the intuition underlying them.
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Fig. 1.

4 Of course, if the linking cost is higher than the maximum payoff in the coordination game, only the emp
network can prevail.

5 In a complete network, every pair of players is directly linked.



S. Goyal, F. Vega-Redondo / Games and Economic Behavior 50 (2005) 178–207 181

l.
esting
is
d
l in the
s the
s

en
the
links

idual

In
etwork.
under
the
dual
his, in
ategic

inks
cost.

ial for
on the
n

nd all
some

ggests
utant
the
) links

very
lds
of
istance

sed

ks)
f

First, we stress that thedynamicsof link formation play a crucial role in the mode
Despite the fact that the only architecture that is stochastically stable (within the inter
parameter range) is the complete one, players’ behavior in the coordination game
differentdepending on the costs offorming links. Yet if the network were to remain fixe
throughout, standard arguments indicate that the risk-dominant action must prevai
long run (cf. Kandori et al., 1993). This serves to highlight the fact that, indeed, it i
link formationprocessthat, by allowing for theco-evolution of the links and actions, play
a decisive role in shaping individual behavior in our model.

Second,we want to develop some intuition on the sharp relationship found betwe
the costsof forming links and the corresponding behavior displayed by players in
coordination game. On the one hand, note the obvious fact that, if the cost of forming
is small and the gross payoffs to be earned in the game are positive,6 players wish to be
linked with everyone irrespective of the actions they choose. Hence, from an indiv
perspective, the relative attractiveness of different actions is quiteinsensitiveto what is
the network structure faced by any given player at the time of revising her choices.
essence, a player must make her fresh choices as if she were in a complete n
In this case, therefore, the risk dominant and inefficient convention prevails since,
complete connectivity, this convention is harder to destabilize (through mutations) than
efficient but risk-dominated one. By contrast, if costs of forming links are high, indivi
players choose to form links only with those who lead to substantial gross payoffs. T
turn, leads to more selective linking decisions by players and a reduction in their str
uncertainty, consequently facilitating the emergence of the efficient action.

Third, we elaborate on the role of cost-bearing in link formation. In our model, l
are one-sided, i.e. they are taken at the initiative of one player, who also incurs its
This brings in the issue of externalities in the link formation process and the potent
free-rider problems. But perhaps more interestingly, it also has an important bearing
different vulnerability to change displayed by the very different ways of supporting a give
architecture.7 To fix ideas, consider a state where the social network is complete a
players choose a common action. What is the underlying pattern of links that makes
such state more fragile to a particular set of mutations? A moment’s reflection su
that the particular state of that kind which is most fragile is the one where the m
players induce the strongest externalities (and thus incentives to change) on the rest of
players. This happens when, collectively, all of the mutants support (i.e. have active
to the remaining players. If, for concreteness, the mutants are indexed from 1 tok and the
other players fromk + 1 to n, some such (complete) network would be one where e
playeri supports a link toeveryother player with higher index. In fact, our analysis yie
the insight that such a highlyasymmetricpattern of connections enhances the fragility
otherwise stationary states and thus must be at the origin of the paths of least-res

6 The role played by our assumption that the game payoffsare positive (or at least non-negative) is discus
in Section 2.2. In Section 4, we contemplate alternative variations of the model that may dispense with it.

7 Note, for example, that there are 2n(n−1)/2 strategy profiles that support (with non-redundant lin
a complete network withn players. Clearly, these strategy profiles allow for wide variation in the number o
links formed by individual players (and hence also a wide range of payoffs).
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that underlie the notion of stochastic stability.8 This, again, serves to illustrate the interp
between network structure and action choice that is at the heart of our analysis.

We now place the paper and the results in the context of the literature. Traditio
sociologists have held the view that individual actions, and in turn aggregate outcom
in large part determined by interaction structure. By contrast, economists have ten
focus on markets, where social ties and the specific features of the interaction structur
between agents are typically not important. In recent years, economists have exami
in greater detail the role of interaction structure and found that it plays an impo
role in shaping important economic phenomena (see the references given above, a
Granovetter, 1985). This has led to a study of the processes through which the st
emerges. The present paper is part of this general research program.

Next, we relate the paper to work in economics. The paper contributes to two res
areas: network formation games and equilibrium selection/coordination problem
earlier work on network formation it is assumed that the sole concern of playe
whom they connect to—i.e. the only strategic considerations are associated to their
decisions (see, e.g., Aumann and Myerson, 1989; Bala and Goyal, 2000; Dutta
1995; and Jackson and Wolinsky, 1996). By contrast, the present paper presents a
framework in which the emergence of social networksand the behavior of linked player
can be jointly studied.9

Next we outline briefly the relationship of our paper to the literature on equilib
selection in games. In many games of interest, multiple equilibria arise natu
and so recent years have seen a considerable amount of research on equilibriu
selection/coordination.10An important finding of this work is that interaction structure (i
the social network) matters and that, by varying it, the rate of change as well as the lo
outcome can be significantly altered.11 This underscores the importance of endogeniz
the social network, i.e., examining the circumstances under which different intera
patterns emerge. From a methodological point of view, a natural way to do this
assessing the stochastic stability of the different networks arising at Nash equilibria

8 This observation is related to some recent work by Albert et al. (2000) on the error and attack toleran
displayed by different network arrangements. Specifically, these authors show that the wide dispersion in th
distribution of links in many complex networks (e.g. the World-Wide Web) makes them rather fragile to targe
attack although very tolerant to unguided error. In our case,where mutation probabilities are conceived as v
small, the “attack fragility” is the dominant consideration and this lends to networks with unequal distribution
links their key role in the analysis.

9 In independent work, Droste et al. (1999), Jackson and Watts (2002) and Skyrms and Pemantle (200
endogenous network formation. The first and third paperhave a model of link formation based on individu
incentives and are more directly related to our paper. The primary difference between these papers and our p
pertains to the timing of actions and links. We assume that the two are simultaneous, while the earlier pap
assume that links and actions are revised one at a time, taking the other as given. This difference leads to
conclusions. We further discuss the issue of timing of actions and links in Section 4.6.

10 One strand of this work considers dynamic models. This work includes Blume(1993), Canning (1992)
Ellison (1993), Kandori et al. (1993), and Young (1993), among others. For a consideration of this sa
equilibrium selection problem from a different (“eductive”) perspective, the reader may refer to the work
Harsanyi and Selten (1988) or the more recent paper by Carlson and van Damme (1993).

11 See, for example, Ellison (1993), Goyal (1996), Lee and Valentinyi (2000), Morris (2000), and Robson a
Vega-Redondo (1996), among others.
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is the route undertaken in the present paper, where we adapt the techniques cust
used in the evolutionary literature to the present scenario (where players choose not o
actions but partners as well).

Somewhat more specifically, the present approach is related in spirit to that sub
of recent evolutionary literature where players are allowed to move among a fixed
locations.12 The basic insight flowing from it is that, if individuals can separate/insu
themselves easily from those who are playing an inefficient action (e.g., the
dominant action), then efficient “enclaves” will be readily formed and eventually attra
the “migration” of others (who will therefore turn to playing efficiently). In a rough sen
one may be inclined to identifyeasymobility with low costs of forming links. However
the considerations involved in each case turn outto be very different, as is evident from th
stark contrast between our conclusions and those of the mobility literature (recall the
summary). There are two main reasons for this contrast. First, in our case, players do n
indirectly choose their pattern of interaction with others by moving across apre-specified
network of locations (as in the case of player mobility). Rather, they constructdirectly their
interaction network (with no exogenous restrictions) by choosing those agents with
they want to play the game. Second, the cost of link formation is paid per link forme
thus becomes truly effective only if it is high enough. In a heuristic sense, we may sa
it is precisely the restricted “mobility” that high costs induce which helps insulate (and thu
protect) the individuals who are choosing the efficient action. If the link-formation c
are too low, the extensive interaction this facilitates may have the unfortunate conse
of rendering risk-dominance considerations decisive.
The rest of this paper is organized as follows. Section 2 describes the framework. S
3 presents the results for the basic model. Section 4 explores the robustness of our
with respect to a number of changes in the model such as modifications in th
formation process, different specifications of link formation costs, alternative mode
mutations as well as the possibility of interaction among indirectly connected playe
Section 5 concludes.

2. The model

2.1. Networks

Let N = {1,2, . . . , n} be a set of players, wheren � 3. We are interested in modelin
a situation where each of these players can choose the subset of other players with wh
to play a fixed bilateral game. Formally, letgi = (gi1, . . . , gi,i−1, gi,i+1, . . . , gin) be the set
of links formed by playeri. We suppose thatgij ∈ {1,0}, and say that playeri forms a
link with playerj if gij = 1. The set of link options is denoted byGi . Any player profile
of link decisionsg = (g1, g2, . . . , gn) defines a directed graph, called anetwork.Abusing
notation, the network will also be denoted byg.

12 See e.g. Ely (2003), Mailath et al. (1994), Oechssler(1997), or Bhaskar and Vega-Redondo (2003), am
others.
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Fig. 2.

Specifically, the networkg has the set of playersN as its set ofverticeswhile its set of
arrows,Γ ⊂ N × N, is defined as follows:Γ = {(i, j) ∈ N × N : gij = 1}. Graphically,
the link (i, j) may be represented as an edge betweeni andj , a filled circle lying on the
edge near agenti indicating that this agent has formed (or supports) that link. Every
profile g ∈ G has a unique representation in this manner. Figure 2 depicts an exam
it, player 1 has formed links with players 2 and 3, player 3 has formed a link with player
while player 2 has formed no links.13

Given a networkg, we say that a pair of playersi andj are directly linked if at least on
of them has established a linked with the other one, i.e. if max{gij , gji} = 1. To describe
the pattern of players’ links, it is useful to define a modified version ofg, denoted byḡ,
that is defined as follows:̄gij = max{gij , gji} for eachi andj in N . Note thatḡij = ḡj i so
that the index order is irrelevant. We refer togij as an active link for playeri and a passive
link for playerj .

We say there is apathbetweeni andj if either ḡij = max{gij , gji} = 1 or there exist
agentsj1, . . . , jm distinct from each other andi andj such thatḡi,j1 = · · · = ḡjk ,jk+1 =
· · · = ḡjm,j = 1. A sub-graphg′ ⊂ g is called acomponentof g if for all i, j ∈ g′, i �= j ,
there exists a path ing′ connectingi andj , and for alli ∈ g′ andj ∈ g, gij = 1 implies
g′

ij = 1. A network with only one component is called connected. On the other ha
network (or a component) is said to be complete if every pair of nodes in it is connec
a link in either direction (recall Fig. 1a). Finally, a network is called minimally connected
the removal of any single link renders it disconnected. A simple example of such a ne
is provided by the center-sponsored star of Fig. 1b.

2.2. Social game

Individuals located in a social network play a 2× 2 symmetric game in strategic for
with common action set. The set of partners of playeri depends on her location in th
network. In the basic model we assume that two individuals can play a game if, an
if, they have a direct link between them.

We now describe the bilateral game that is played between any two partners. The
actions isA = {α,β}. For each pair of actionsa, a′ ∈ A × A the payoffs to the players ar
given by Table 1, with the payoffs to the row player given first.

We shall assume that the game is one of coordination with two pure strategy equ
(α,α) and(β,β). Without loss of generality we will also assume that(α,α) is the efficient
equilibrium. Finally, in order to focus on the interesting case, we will assume that th

13 Since agents choose strategies independently of each other, two agents may simultaneously initiate a tw
way link, as seen in the figure.
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Table 1

2
1

α β

α d,d e,f

β f, e b, b

a conflict between efficiency and risk dominance. These considerations are summarize
the following restrictions on the payoffs:14

d > f, b > e, d > b, d + e < b + f. (1)

An important feature of our approach is that links arecostly. Specifically, every agen
who establishes a link with some other player incurs a costc > 0. Thus, we suppose th
the cost of forming each link is independent ofthe number of links being established a
is the same across all players.

In the basic model we assume that links areone-sided. This aspect of the model allow
us to use standard solution concepts from non-cooperative game theory in addres
issue of link formation. We shall suppose that the payoffs in the bilateral game a
positive and, therefore, no player has any incentive to refuse links initiated by other pl
There are different ways in which the assumption of positive payoffs in the coordin
game can be relaxed. One route is to dispense with any restriction on payoffs but s
that, when playeri supports a link to playerj, the payoff (which may be negative) flow
only to i. This formulation may be interpreted as reflecting a model of peer group
fashion, where asymmetric flow of influence seems a natural feature. Another po
route to tackle possibly negative payoffs would be to maintain the bilateral natu
payoffs but give players the option to refuse the links initiated by others. We disc
variety of alternative formulations of the link formation process in Section 4.

Every playeri is obliged to choose the same action in the (possibly) several bila
games that she is engaged in. This assumption is natural in the present context: if playe
were allowed to choose a different action for every two-person game they are involv
this would make the behavior of players in any particular game insensitive to the ne
structure. Thus, combining the former considerations, the strategy space of a player
identified withSi = Gi × A, whereGi is the set of possible link decisions byi andA is the
common action space of the underlying bilateral game.15

We can now present the payoffs of the social game. Given the link decisio
players,g = (g1, g2, . . . , gn), let N(i;g) ≡ {j ∈ N : gij = 1} be the set of agents in th

14 Our results extend in a natural way in case the risk-dominant equilibrium is also efficient, i.e., ifd + e >

b + f . In particular, players coordinate on the(α,α) equilibrium, which is risk-dominant as well as efficien
in the long run.

15 In our formulation, players choose links and actions inthe coordination game at the same time. An alterna
formulation would be to have playerschoose links first and then choose actions, contingent on the nature of th
network observed. Finally another alternative, considered by the literature, is to postulate that the action a
link are revised separately (cf. Footnote 9 and Section 4.6).
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induced network with whom playeri hasestablishedlinks, while ν(i;g) ≡ |N(i;g)| is
its cardinality. Similarly, denote byN(i; ḡ) ≡ {j ∈ N : ḡij = 1} the set of agents with
whom playeri is directly connected (by active or passive links), whileν(i; ḡ) ≡ |N(i; ḡ)|
stands for the cardinality of this set. Then, given the strategies of other players,s−i =
(s1, . . . , si−1, si+1, . . . , sn), the payoff to a playeri from playing some strategysi = (gi , ai)

is given by

Πi(si, s−i ) =
∑

j∈N(i;ḡ)

π(ai, aj ) − ν(i;g) · c. (2)

We note that the individual payoffs are aggregated across the games played by
much of earlier work, e.g. Kandori et al. (1993) or Ellison (1993), the distinction betw
average or total payoffs was irrelevant since the size of the neighborhood was giv
our model, however, where the number of games an agent plays is endogenous, w
to explicitly account for the influence of the size of the neighborhood and thus choo
aggregate-payoff formulation.16

These payoff expressions allow us to particularize the standard notion of
Equilibrium to each of the two alternative scenarios. Thus, for the model with direct
a strategy profiles∗ = (s∗

1, . . . , s∗
n) is said to be aNash equilibriumif, for all i ∈ N,

Πi(s
∗
i , s∗−i ) � Πi(si , s

∗−i ), ∀si ∈ Si. (3)

On the other hand, a Nash equilibrium in either scenario will be calledstrict if every
player gets a strictly higher payoff with her current strategy than she would with any
strategy. The set of Nash equilibria will be denoted byS∗ and that of strict Nash equilibri
by S∗∗.

2.3. Dynamics

Time is discrete, and denoted byt = 1,2,3, . . . . At eacht , the state of the system
given by the strategy profiles(t) ≡ [(gi(t), ai(t))]ni=1 specifying the action played, an
links established, by each playeri ∈ N . At every periodt , there is a positive independe
probabilityp ∈ (0,1) that any given individual gets a chance to revise her strategy. I
receives this opportunity, we assume that she selects a new strategy

si (t) ∈ argmax
si∈Si

Πi

(
si, s−i (t − 1)

)
. (4)

At eacht , the state of the system is given by the strategy profiles(t) ≡ [(gi(t), ai(t))]ni=1
specifying the action played, and links established, by each playeri ∈ N . At every periodt ,
there is a positive independent probabilityp ∈ (0,1) that any given individual gets a chan
to revise her strategy. If she receives thisopportunity, we assume that she selects a
strategy

si (t) ∈ argmax
si∈Si

Πi

(
si , s−i (t − 1)

)
. (5)

16 When players seek to maximize average payoffs, the size of the interaction group plays no essential
we conjecture that at least some efficient state(i.e. a state where all players choose actionα) must be stochastically
stable. The intuition for this conjecture is that when neighborhood size is irrelevant per se it should be particula
easy to destabilize inefficient states.
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That is, she selects amyopicbest response to what other players chose in the prece
period.17 If there are several strategies that fulfill (4), then any one of them is take
be selected with, say, equal probability. This strategy revision process defines a
Markov chain onS ≡ S1 × · · · × Sn. In our setting, which will be seen to display multip
strict equilibria, there are several absorbing states of the Markov chain.18 This motivates
the examination of the relative robustness of each of them.

To do so, we rely on the approach proposed by Kandori et al. (1993) and Young (1
We suppose that, occasionally, players make mistakes, experiment, or simply disrega
payoff considerations in choosing their strategies. Specifically, we assume that, conditio
on receiving a revision opportunity, a player chooses her strategy at random with so
small “mutation” probabilityε > 0. For anyε > 0, the process defines a Markov chain t
is aperiodic and irreducible and, therefore, has a unique invariant probability distrib
Let us denote this distribution byµε . We analyze the form ofµε as the probability of
mistakes becomes very small, i.e. formally, asε converges to zero. Define limε→0 µε = µ̂.
When a states = (s1, s2, . . . , sn) hasµ̂(s) > 0, i.e. it is in the support of̂µ, we say that it is
stochastically stable. Intuitively, this reflects the idea that, even for infinitesimal mutat
probability (and independently of initial conditions), this state materializes asignificant
fraction of time in the long run.

3. Evolving networks and social coordination

We first characterize the Nash equilibrium of the social game. We then prov
complete characterization of the set of stochastically stable social outcomes.

3.1. Equilibrium outcomes

Our first result concerns the nature of networks that arise in equilibria. If costs o
formation are low(c < e), then a player has an incentive to link up with other play
irrespective of the actions the other players are choosing. On the other hand, whe
are quite high (specifically,b < c < d) then everyone who is linked must be choosing
efficient action. This, however, implies that it is attractive to form a link with every o
player and we get the complete network again. Thus, for relatively low and high cos
should expect to see the complete network. In contrast, if costs are at an intermedia

17 We are implicitly assuming that players have complete information on the network structure as wel
the profile of actions. This assumption simplifies the strategy choice significantly in a setting where a pla
potentially play with everyone else in the society. Another important simplification derives from the assumpti
that players are fully myopic and hold static expectations. This may justified if the adjustment of the proce
(say, due to inertia of choice) is quite slow and players arerelatively impatient. If these conditions do not app
however, the dynamics of the process should be significantlyaffected, e.g. the formation of a mutually benefic
link may often involve a strategic tour de force and the consequent delays familiar in public-good contexts (cf
Bliss and Nalebuff, 1984). For an evolutionary approachto modeling these issues, the reader is referred to
work of Blume (1995) and Lagunoff and Matsui (1995).

18 We note that the set of absorbing states of the Markov chain coincides with the set of strict Nash eq
of the one-shot game.
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(f < c < b), a richer set of configurations is possible. On the one hand, sincec > f (> e),
the link formation is only worthwhile if other players are choosing the same action. O
other hand, sincec < b (< d), coordinating at either of the twoequilibria (in the underlying
coordination game) is better than not playing the game at all. This allows for network
two disconnected components in equilibria. The former considerations are reflected by
following result, whose proof is given in Appendix A.

Proposition 3.1. Suppose(1) and (2) hold.

(a) If c < min{f,b}, then an equilibrium network is complete.
(b) If f < c < b, then an equilibrium network is either complete or can be partitio

into two complete components.19

(c) If b < c < d , then an equilibrium network is either empty or complete.
(d) If c > d , then the unique equilibrium network is empty.

Next, we characterize the Nash equilibria of the static game. First, we introdu
some convenient notation. On the one hand, recall thatge denotes the empty networ
characterized byge

ij = 0 for all i, j ∈ N (i �= j). We shall say that a networkg is essentia
if gij gji = 0, for every pair of playersi and j . Also, let Gc ≡ {g: ∀i, j ∈ N , ḡij = 1,
gij gji = 0} stand for the set of complete and essential networks on the setN . Analogously,
for any given subsetM ⊂ N , denote byGc(M) the set of complete and essential sub-gra
onM. Given any states ∈ S, we shall say thats = (g, a) ∈ Sh for someh ∈ {α,β} if g ∈ Gc

andai = h for all i ∈ N . More generally, we shall writes = (g, a) ∈ Sα,β if there exists a
partition of the population into two subgroups,Nα andNβ (one of them possibly empty
and corresponding components ofg, gα andgβ , such that:

(i) ga ∈ Gc(Nα), gβ ∈ Gc(Nβ), and
(ii) ∀i ∈ Nα , ai = α; ∀i ∈ Nβ , ai = β .

With this notation in hand, we may state the following result.

Proposition 3.2. Suppose(1) and (2) hold.

(a) If c < min{f,b}, then the set of equilibrium statesS∗ = Sα ∪ Sβ .
(b) If f < c < b, then Sα ∪ Sβ ⊂ S∗ ⊂ Sα,β , the first inclusion being strict for larg

enoughn.
(c) If b < c < d, thenS∗ = Sα ∪ {(ge, (β,β, . . . , β))}.
(d) If c > d, thenS∗ = {ge} × An.

Parts (a) and (c) are straightforward; we therefore elaborate on the coexistence eq
identified in part (b). In these equilibria, there are two unconnected groups, with e

19 Our parameter conditions allow bothf < b and b < f. If the latter inequality holds, part (b) o
Proposition 3.1 (and also that of Proposition 3.2) applies trivially.
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group adopting a common action (different in each group). The strategic stability of th
configuration rests on the appeal of ‘passive’ links. A link such asgij = 1 is paid for
by player i, but both playersi and j derive payoffs from it. In a mixed equilibrium
configuration, the links in each group must be, roughly, evenly distributed. This means th
all players enjoy some benefits from passivelinks. In contrast, if a player were to switc
actions, then to derive the full benefits of this switch, she would have to form (active)
with everyone in the new group. This lowers the incentives to switch, a consideration
becomes decisive if the number of passive links is large enough (hence the requirem
largen).

The above result indicates that, whenever the cost of links is not very high (i.e
above the maximum payoff attainable in the game), a wide range of outcomes can a
equilibrium. For example, under the parameter configurations allowed in parts (a) and (
states where either of the two actions is homogeneously chosen by the whole pop
can arise in equilibrium. On the other hand, iff < c < b, states where neither actio
homogeneity nor full connectedness obtains can arise in equilibrium. The model, the
raises a fundamental issue of equilibrium selection.

3.2. Dynamics

This section addresses the problem of equilibrium selection by using the tech
of stochastic stability. As a first step in this analysis, we establish convergence
unperturbed dynamics for the relevant parameter range.

Let 
S denote the set of absorbing states of the unperturbed dynamics. In vi
the postulated adjustment process, it follows that there is an one-to-one correspo
between
S and the class ofstrict Nash equilibria of the social game, i.e.
S = S∗∗.
Proposition 3.2 characterizesall Nash equilibria of this game. But, clearly, ifc < b, every
Nash equilibrium is strict, while ifb < c < d , only the Nash equilibria inSα are strict.
Finally, no strict Nash equilibrium exists ifc > d . So the next result focuses on the ca
wherec < d .

Proposition 3.3. Suppose(1)–(2) hold andc < d . Then, starting from any initial strateg
configuration, the best response dynamics converges to a strict Nash equilibrium
social game, with probability one.

The proof of the above result is given in Appendix A. This result delimits the s
states that can potentially be stochastically stable since, obviously, every such sta
be a limit point for the unperturbed dynamics. Let the set ofstochastically stable statesbe
denoted bŷS ≡ {s ∈ S: µ̂(s) > 0}. The following result summarizes our analysis.

Theorem 3.1. Suppose(1) and(2) hold. There exists somēc ∈ (e, b) such that ifc < c̄ then
Ŝ = Sβ while if c̄ < c < d thenŜ = Sα , providedn is large enough.20 Finally, if c > d then
Ŝ = {ge} × An.

20 The proviso onn is simply required to deal with possible integer problems when studying the number
mutations needed for the various transitions.
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Recall that a social outcome is stochastically stable if it lies in the support of the
distribution,µ̂. In order to determine this support, we use the techniques introduc
Kandori et al. (1993) and Young (1993). They can be summarized as follows. Fix
states ∈ 
S. An s-tree is a directed graph on
S whose root iss and such that there is aunique
(directed) path joininganyothers′ ∈ 
S to s. For each arrows′ → s′′ in any givens-tree,
a “cost” is defined as the minimum number of simultaneous mutations that are requi
the transition froms′ to s′′ to be feasible through the ensuing operation of the unpertu
dynamics alone. The cost of the tree is obtained by adding up the costs associated
the arrows of a particulars-tree. The stochastic potential ofs is defined as the minimum
cost across alls-trees. Then, a states ∈ 
S is seen to be stochastically stable if it has
lowest stochastic potential across alls ∈ 
S.

In our framework, individual strategies involve both link-formation and action cho
This richness in the strategy space leads to a corresponding wide variety in the na
(strict) Nash equilibria of the social game. There are two facets of this variety:

(a) we obtain three different types of equilibria in terms of action configuration:Sα , Sβ

andSα,β , and
(b) there are a large number of strategy profiles that support the complete conne

prevailing at equilibrium configurations recall Footnote 7.

This proliferation of equilibria leads us to develop a simple relationship betwee
different profiles. In particular, we consider strategy profiles within the setsSh (h = α,β)

and show that states in each of these sets can be connected by a chain of single-m
steps, each such step followed by a suitable operation of the best-response dynam
distance between two networksg and g′ be defined as follows:d(g, g′) = d(g′, g) ≡∑

i,j |gi,j − g′
i,j |/2. In words, this distance is simply a measure of the number of l

that are different across the two networks. With this metric in place, we have:

Lemma 3.1. For eachs ∈ Sh, h = α,β , there exists ans-tree restricted toSh such that
for all arrows s′ → s′′ in it, d(g′, g′′) = 1, whereg′ andg′′ are the networks respective
associated tos′ ands′′.

The proof of this lemma is given in Appendix A. This lemma implies that, provi
Sh ⊂ 
S, the (restricted) tree established by Lemma 3.1 for anys ∈ Sh involves the
minimum possible cost|Sh| − 1. This lemma also indicates that, in the language
Samuelson (1994),Sα (if c < d) and alsoSβ (if c < b) are recurrent sets. This allows
each of them to be treated as a single “entity” in the following two complementary se

(i) if any state in one of these recurrent sets is stochastically stable, so is every oth
in this same set,

(ii) in evaluating the minimum cost involved in a transition to, or away from, anygiven
state in a recurrent set, the sole relevant issue concerns the minimum cost associa
to a transition to, or away from,somestate in that recurrent set.
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Using (i)–(ii), the analysis of the model can be greatly simplified. To organize ma
it is useful to consider different ranges ofc separately.

Let us start with the case where 0< c < e, where the set of absorbing states
S = Sα ∪Sβ .
Since, by Lemma 3.1, the setsSα andSβ are each recurrent, the crucial point here is
assess what is the minimum (mutation) cost across all path joiningsomestate inSh to some
state inSh′

for eachh,h′ = α,β , h �= h′. Denote these costs bymh,h′
and let�z� stand for

the smallest integer no smaller than any givenz ∈ R+. With this notation in place, we stat

Lemma 3.2. Suppose that0 < c < e. Then

mβ,α =
⌈

b − e

(d − f ) + (b − e)
(n − 1)

⌉
, mα,β =

⌈
d − f

(d − f ) + (b − e)
(n − 1)

⌉
.

Thus,mβ,α > mα,β for n large enough.

The proof, given in Appendix A, reflects the standard considerations arising in
of the recent evolutionary theory where thefixed pattern of interaction involves eve
individual of the population playing with all others. Now, if costs are low(c < e), such full
connectivity is not just assumed but arises from players’ own decisions, both at equili
(i.e. when the unperturbed best-response dynamics is at a rest-point) and away
In effect, this implies that the same basin-of-attraction considerations that privileg
dominance in the received approach alsoselect for it in the present case.

We next examine the case wheree < c < min{f,b} where
S = Sα ∪ Sβ . Now, since
c > e, players who choose actionα no longer find it attractive to form links with othe
players who choose actionβ . This factor plays a crucial role in the analysis. The follow
result derives the relative magnitude of the minimum mutation costs.

Lemma 3.3. Supposee < c < min{f,b}. Then

mβ,α =
⌈

b − c

(d − f ) + (b − c)
(n − 1)

⌉
, mα,β =

⌈
d − f

(d − f ) + (b − e)
(n − 1)

⌉
.

Thus, there is somẽc, e < c̃ � min{f,b}, such that ifc < c̃ thenmβ,α −mα,β > 0, while
if c > c̃ thenmβ,α − mα,β < 0, for n large enough.

The methods used to prove this lemma are quite general; we use them in estab
a number of other results required for the proof of Theorem 3.1. It is therefore use
explain them in the text.

Proof of Lemma 3.3. Let sα andsβ be states inSα andSβ , respectively.
Step 1.Consider transitions from statesβ to statesα and let k be the number o

mutations triggering it. If this transition is to take place after those many mutations,
must be some player currently choosingβ who will then voluntarily switch toα. Denote
by qh the number of active links this playerchoosesto support to players choosingh
(h = α,β) and let rh stand for the number of passive links she receives from pla
choosingh (h = α,β). If she choosesα, her payoff is given by

πα = rαd + rβe + qα(d − c). (6)
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Note that sincec > e, qβ must equal zero. On the other hand, if the agent in ques
were to continue withβ, her payoff would be equal to

πβ = r̂αf + r̂βb + q̂α(f − c) + q̂β(b − c), (7)

whereq̂h andr̂h are interpreted as the active and passive links that would be chosen
player if she adoptsβ. Clearly, we must haverh = r̂h for eachh = α,β. Thus, if a switch
to α is to take place, it must be that

πα − πβ = (
rα + qα

)
d − (

rα + q̂α
)
f − rβ(b − e) − q̂β(b − c) � 0. (8)

Note thatrα + qα = k, sincec < d and therefore the player who switches toα will
want to be linked (either passively or by supporting a link herself) to all other pla
choosingα, i.e. to the total numberk of α-mutants. On the other hand, sincec < min{f,b},
we must also have thatr̂β + q̂β = n − k − 1 andrα + q̂α = r̂α + q̂α = k, i.e. the player
who choosesβ must become linked to all other players, both those choosingβ and those
choosingα.

We now ask: What is the lowest value ofk consistent with (8)? Sincec > e, the desired
payoff advantage of actionα will occur for the lowest value ofk whenrβ = r̂β = 0 and
thereforeq̂β = n − k − 1. That is, if the desired transition is to take place, thenecessary
condition (8) holds for theminimumnumber of required mutations when the arbitr
agent that must start the transition hasnopassive links from individuals choosing actionβ.

Recall thatmβ,α stands for the minimum number of mutations required for the transi
From (8), it now follows that

mβ,α � b − c

(d − f ) + (b − c)
(n − 1) ≡ H. (9)

The above expression gives the minimum number of players choosingα that are neede
to induce some player to switch to actionα across all possible network structures. Ne
we argue that this number of mutations is alsosufficientto induce a transition from som
sβ to somesα . The proof is constructive.

The main idea is to consider a particular statesβ where its corresponding (complet
network displays the maximal responsiveness to some suitably chosen mutations
the observations on the distribution of active and passive links, this is seen to occu
there are some players who support links to all others—those are, of course, playe
a “critical” role whose mutation would be most effective. Specifically, suppose tha
network prevailing insβ has every playeri = 1,2, . . . , n support active links to allj > i.
(This means, for example, that player 1 supports links to every other player whereas
n only has passive links.) Then, recalling that�z� denotes the smallest integer no sma
thanz, the most mutation-effective way of inducing the population to switch actions froβ

to α is precisely by having the players� = 1,2, . . . , �H � simultaneously mutate to actionα
and maintain all their links. Thereafter, a transition to some statesα will occur if subsequen
strategy revision opportunities are appropriately sequenced so that every player with ind
j = �H � + 1, . . . , n is given a revision opportunity in order. This, in effect, shows that
lower bound in (9) is tight andmβ,α = �H �.
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Step 2.Consider next the transition from some statesα to a statesβ . Using arguments
from Step 1, it is easy to show thatmα,β must satisfy

mα,β � d − f

(d − f ) + (b − e)
(n − 1) ≡ H ′. (10)

Again, we can use previous arguments to show that�H ′� is sufficient.
Step 3.Finally, we wish to study the differencemβ,α − mα,β as a function ofc. For

low c (close toe) and largen, this difference is clearly positive in view of the hypothe
that b − e > d − f . Next, to verify that it switches strict sign at most once in the ra
c ∈ (e,min{f,b}), note thatH − H ′ is strictly declining with respect toc in the interval
(e,min{f,b}). �

Lemma 3.3 applies both to the case whereb < f and that whereb > f. Suppose first tha
b < f. Then, sinceH − H ′ < 0 for c = b, a direct combination of former consideratio
leads to the desired conclusion for the parameter rangec ∈ (e, b]. We now take up the
casef < b and focus on the rangec ∈ (f, b). We first derive the relative magnitude of t
minimum mutation costs fors ∈ Sh, whereh = {α,β}.

Lemma 3.4. Supposef < c < b.

mβ,α =
⌈

b − c

(d − f ) + (b − c)
(n − 1)

⌉
, mα,β =

⌈
d − c

(d − c) + (b − e)
(n − 1)

⌉
.

Thus there is a thresholďc ∈ [f,b) such that ifc < č thenmβ,α − mα,β > 0, while if
c > č thenmβ,α − mα,β < 0, for n large enough.

The arguments needed to establish this result are very similar to those used in th
of Lemma 3.3; we provide the computations in Appendix A.

The principal complication in casec ∈ [f,b) is that the set of absorbing states in n
restricted toSα ∪ Sβ but will generally include mixed states where the population
segmented into two different action components (cf. Propositions 3.2 and 3.3). Letmh,αβ ,
for h = α,β , denote the minimum number of mutations needed to ensure a transition
somes ∈ Sh to somes ∈ Sα,β . The first point to note is that by the construction used
Lemma 3.3,mα,αβ � mα,β and, similarly,mβ,αβ � mβ,α . This implies that the transitio
from any state in someSh towards a mixed equilibrium state inSα,β is costlier than a
transition towardsSh′

(h′ �= h). Concerning now the converse transitions (i.e. from st
in Sα,β to eitherSα or Sβ), the following lemma indicates that it is relatively “easy” sin
it involves a suitable chain ofsinglemutations.

Lemma 3.5. Let f < c < b and consider any equilibrium states ∈ Sα,β involving two
non-degenerate(α and β) components,gα and gβ , with cardinalities |A(s)| > 0 and
|B(s)| > 0, respectively. Then, there is another equilibrium states′ with cardinality for
the resultingα component|A(s′)| � |A(s)| + 1 that can be reached froms by a suitable
single mutation followed by the best-response dynamics. An identical conclusion a
to some equilibrium states′′ with |A(s′′)| � |A(s)| − 1.
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The proof of this lemma is given in Appendix A. We briefly sketch the argument h
Fix some mixed state, and suppose the strategy of some playeri ∈ B(s) mutates as follows
she switches to actionα, while everything else remains as before. Now, have all the pla
in theβ group move and suppose that they still wish to keep playing actionβ . Sincec > f ,
their best response is to delete their links with playeri. Next, have all the players in grou
α move; their best response is to form a link with playeri, sincec < b. Finally, have player
i choose a best response; since the original state was an equilibrium andc > f , her best
response is to play actionα and delete all links with players in theβ group. We have
thus increased the number ofα players with a single mutation. This argument extends
natural manner to prove the above result. We now have all the information to comple
proof of Theorem 3.1.

Proof of Theorem 3.1. Consider first the case wherec < b. If f > b, the setsSα and
Sβ are the only candidates for stochastic stability and we simply need to comparemα,β

versusmβ,α. Then, the desired conclusion followsdirectly from Lemmas 3.2–3.4. Th
same applies iff < b butc < f. Thus, consider the case wheref < c < b. Then, the state
in Sα , Sβ, andSα,β are possible candidates for stochastic stability. Take any states ∈ Sh

for someh = α,β . With the help of Lemmas 3.1 and 3.5 we can infer thats-trees for any
s ∈ Sα will have the following minimum cost:mβ,α + |Sα| + |Sβ | + |Sα,β | − 2. For any
s′ ∈ Sβ, the situation is symmetric, the minimum cost being equal tomα,β +|Sα|+ |Sβ |+
|Sα,β | − 2. Next, concerning anys ∈ Sα,β , we note that the correspondings-tree would
have to display a path joining some state inSα to s andsome path joining some state inSβ

to s. Thus, the cost of such ans-tree will be at leastmα,β +mβ,α +|Sα|+ |Sβ |+ |S̃αβ |−3.
This expression is greater than the minimums-tree costs fors ∈ Sh (h = α,β) since each
mh,h′

> 1 if the population is large. We therefore conclude that a states ∈ Sα,β cannot be
stochastically stable. Thus we only need to comparemα,β with mβ,α; the result follows.

Next, suppose thatb < c < d. Then, the key point to observe is that the set of st
Nash equilibria and hence the set of absorbing states is simply
S = Sα . This immediately
establishes the result for this case. Finally, similar considerations apply to the case
c > d, in which case Propositions 3.2 and 3.3 indicate that
S = {ge} × An. �

In our analysis we have not placed any restrictions on the number of links a play
can form and, in equilibrium, the nature of interaction is ‘global.’ This has the implica
that transitions from one strict Nash equilibrium to another require a number of mut
which is a proportion of the total number of players. As is well known, for large popula
this implies that the rate of convergence will be slow. In section below we discus
possibility that players might be limited in the number of links they can support, a model
feature which would have a significant bearing on this issue.

4. Discussion of the assumptions

In this section, we discuss the main assumptions underlying the analysis. We do
addressing in turn a number of variations of the basic model that highlight the role p
by some of its key features. Due to space constraints, we will not present the dif
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models in detail, nor therefore state formally and prove the results we have obt
However, a full account of the proofs is available from the authors upon request.

4.1. The nature of link formation

An important aspect of our model is that link formation isone-sided. From a methodo
logical point of view this formulation has the advantage that it allows us to study the s
process of link formation and coordination as a non-cooperative game; from a substan
viewpoint this formulation is interesting since it allows for an explicit consideratio
the role of active and passive links. To clarify this assumption, we explore in turn
variations of the model. In the first one, we maintain the feature that any link mu
unilaterally decided by a particular player, but suppose that she alone derives the b
of it. That is, the cost of links and the flow of benefits are both one-sided, which m
passive links payoff-irrelevant. In the second variation, the links are two-sided in the
that both agents involved must express the desire to form it and bear an equa
of the linking cost. However, we keep the feature that such decisions areindependently
adopted by each player, and therefore the link-formation process can be modeled as a n
cooperative game.

4.1.1. One-sided active links
We have carried out a complete analysis of this model, whose main finding

implications may be briefly summarized as follows. First, in the static setting, we
shown that the only (non-empty) network that can arise is the complete network. Mor
in this network, everyone chooses the same action, thus social conformism obtains
results demonstrate that coexistence of different conventions and the possibility
unconnected society arises in our basic model solely due to the presence of (p
relevant) passive links. Next we note that a complete network in the present settin
only active links is one in which every player forms a link with every other player. T
there is only one possible strategy configuration that can support the complete ne
The only multiplicity that remains concerns the choice of action: both outcomes, everyon
choosing actionα and everyone choosing actionβ , are possible in equilibrium.

Our analysis of the (stochastic) dynamics reveals thatthere is a cut-off value for the co
of forming linksĉ ∈ (e, f ), such that for allc < ĉ, the risk-dominant actionβ prevails,
while for all c > ĉ, the efficient actionα prevails.It is worth noting that the cut-off leve
of costsĉ with only active links is lower than the cut-off level of costsc̄ that arises in the
presence of active and passive links. Thus passive links have the effect of making th
dominant action more likely. The intuition behind this finding is as follows. In our proo
Theorem 3.1 we showed that transition across equilibria is easiest, in terms of ‘the n
of mutations required,’ when the pattern of link formation is very asymmetric. This cr
the maximum scope for passive links to act as a bridge to induce other players to
actions. This construction also reveals why the risk-dominant strategy is favored in a
with passive links. Passive links allow the connectedness of the network to be sus
without costs being incurred by the recipients of the links. In a situation where pl
are choosing different actions, this has the effect of creating greater strategic unce
And, as is well known, such strategic uncertainty acts in favor of the risk-dominant a
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which in turn helps explain why the risk-dominant action prevails under a wider ran
cost conditions once passive links are allowed.

4.1.2. Two-sided links through independent decisions
We next discuss the case where a link is formed if, and only if, both parties inv

offer to form a link, in which case the linking cost is divided equally.21 We have also
analyzed this model fully. The findings are broadly in line with the results of the one-
active links model. In the static setting, we show that the only (non-empty) strict
network is the complete network. Moreover, in this network, everyone chooses the
action, thus social conformism obtains. The only multiplicity that remains again con
the choice of action: both outcomes, everyone choosing actionα and everyone choosin
actionβ, are possible in equilibrium. Our analysisof the (stochastic) dynamics revea
that there is a cut-off value for the cost of forming linksĉ ∈ (e, f ) such that, for allc < ĉ,
the risk-dominant actionβ prevails, while for allc > ĉ the efficient actionα prevails.This
cut-off value is, somewhat surprisingly, identical to the cut-off value in the one-sided a
links model. It is worth noting, however, that in the two-sided setting the cost of form
a link is 2c and therefore the precise value of the cut-off level should be interpreted
care here. What remains, however, as the most interesting observation is the simil
the qualitative features of the result: for low costs the risk-dominant action prevails,
for high costs the efficient action prevails.

4.2. Negative payoffs and link refusal

Throughout the analysis of the basic model we have maintained the assumption t
(gross) payoffs to be earned by playing the bilateral game are all positive. This ju
the formulation that, at a zero linking cost, no player should refuse a unilateral propo
play this game. But if this cost were positive (and higher than some of the payoffs
game) or the game payoffs themselves were negative, such a one-sided approach could
hardly defended as a meaningful or plausible model of network formation.

To address this issue, we have studied an extension of the basic model wher
any player receives a unilateral link proposal, this player may object to forming the link
It is posited, in particular, that at the stage of possible refusal, the actions chosen b
players are already irreversibly fixed and therefore the agent in question can safely evalu
whether it is profitable or not to accept the proposal. As mentioned, this formulation m
accommodate the case where passive links are costly and/or the payoffs of the b
game display some negative payoffs. And, of course, when passive links are costle
gross payoffs positive, the basic model studied in this paper follows from that ge
(one-sided) framework of network formation as a particular case.

In the context outlined, the main point of our analysis is that efficient state is sel
for large enough costs of forming links. The exact value of the threshold is not gen
the same as in Theorem 3.1. It always lies, however, between the lowest equilibrium
(i.e. payoffb in Table 1) and the lowest payoff in the game (payoffe).

21 In this setting we need to make some assumption about the payoff implications of unreciprocated l
our analysis, we assume that unreciprocated links involve no costs and yield no benefits either.
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4.3. Indirect links

In the real world, social networks are farfrom complete. This happens because th
are a number of factors that limit the “linking capacity” of agents and also becau
indirect connections often facilitate transactions and make complete networks unnecess
Motivated by these latter considerations, we have explored the role ofindirect linkagesthat
facilitate transactions between players. As before, the focus is on the architecture o
networks and the influence of link formation on the behavior of players.

Consider a model in which two players can play a game if there is a path between
(recall Section 2.1). Given a networkg and any two players,i andj, let us writei

g↔j when
a path between them exist. Then, we may define theindirect neighborhood of a playeri
by N̂(i;g) ≡ {j ∈ N : i

g↔j }, i.e. the set of players with whom playeri has a path in the
networkg. With this notation in place, the payoff to a playeri from choosing some strateg
si = (gi, ai) when other players chooses−i = (s1, . . . , si−1, si+1, . . . , sn) is given by

Π̂i(si, s−i ) =
∑

j∈N̂(i;ḡ)

π(ai, aj ) − ν(i;g) · c, (11)

where recall thatν(i;g) ≡ |N(i;g)| is the cardinality of the set ofdirect links established
by playeri.

In this setting, we find thatthe unique stochastically stable architecture is the minima
connected network that we call a center-sponsored star(as in Fig. 1b). We also find
that there exists a critical cost of forming links, such that, for costs below this l
players coordinate on the risk-dominant action, while for linking costs above this leve
coordinate on the efficient action. Thus, comparing matters with the basic model, we
similar qualitative conclusion concerning the selection of efficiency versus risk domin
although, naturally, the specific network architecture that underlies players’ interaction
very different. A detailed proof of these results can be found in our earlier working p
Goyal and Vega-Redondo (1999).

4.4. The costs of forming links

There are two types of assumptions we make on the costs of forming links
first assumption is that everyone has the same costs of forming links, while the s
assumption is that these costs are linear in the number of links. We briefly discuss each
these assumptions now.

Suppose some players have lower costs of forming links as compared to othe
fix ideas let there be two cost levels, highc2 and low c1 (i.e. c2 > c1). Let ρ be the
fraction of players that have high cost. Clearly, our results from the basic model
over directly if c2 < e or if c1 > f . We therefore focus our attention on the intermed
values case,c ∈ (e, f ). Supposeb < f and let c̄ ∈ (e, b) be the threshold cost derive
in Theorem 3.1. Defineλ = (b − e)/(b − e + d − f ) > 1/2. Then, for largen, it may be
shown thatŜ = Sα if ρ > 2λ− 1. It is worth noting that forλ close to 1/2 this requiremen
is weak and is satisfied for fairly small values ofρ. This result therefore suggests
interesting implication of cost-heterogeneity: consider a population with only low
type players wherec1 < c̄ and suppose thatλ is close to 1/2. Then the stochastically stab
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action isβ . Now introduce a relatively small number ((2λ−1)n) of high cost players in this
population. Then, the aforementioned result indicates that the stochastically stable
changes toα!

In our basic model it is assumed that costs of forming links are linearly increasi
number of links. This assumption has the implication that either a player wishes to
no links or is willing to form up ton − 1 links. In effect, therefore there is no constra
to link formation. It is certainly more realistic to assume that players are constrain
the number of links they can support due to time and resource constraints. Und
assumption, stable networks will generally be incomplete and possibly partially conn
We feel that a model with a limited number of individual links may also be more ame
to weaker assumptions concerning information on the network and the action profi
players, issues which are of course interesting in their own right. For an analysis
implications of limited links in the context of the two-sided links model, the reade
referred to Jackson and Watts (2002).

4.5. The model of mutations

In the basic model, we assume that players choose actions as well as their l
random with some small probability (in other words, there is a small probability
mutation affecting all the different strategy components). It can be argued, howeve
links are more durable and substantial objects and perhaps less subject to this
choice. And from a technical point of view, it is also a matter of some interest whethe
main insights are robust to this alternative specification of random choice. To explore
issues, in this section we discuss a model in which the probability of mutation on the
component of the strategy is set equal to zero.

We start by noting that the possibility of mutations in links is used in the proo
Theorem 4.1 only at one point: when we show that the setsSα andSβ are recurrent. In
this context, the mutations in links play a crucial role as they allow for a one-step mu
across different complete networks. Our idea is to replicate this transition indirect
the mutations in actions only. This idea is perhaps simplest to see if the costs of l
c ∈ (f, b). Consider a complete networks = (g, a) ∈ Sα and suppose thatgi,j = 1. We
wish to transit tos′ = (g′, a) ∈ Sα in which g′

j,i = 1. The ‘indirect’ transition works a
follows: Let player j’s action mutate fromα to β . Then let playeri move and choose
best response. Her best-response is to persist with actionα (sincen is large) and delete
the link with j (becausec > f ). Now get playerj to move: her best response is to swit
action fromβ back toα (sincen is large) and form a link with playeri (sincec < d). This
argument is general and also applies tos ∈ S.

We now note that this indirect route of transition between different complete netw
in Sβ does not really work ife < c < f . This is because, the second step in the ab
argument does not go through and playeri (choosing actionβ) would not find it optimal
to delete the link with playerj (with actionα). One way out is to extend the myopic be
response decision rule to a better-response rule where a player places positive pro
on all actions that yield a payoff as high as the payoff from the current strategy. This re
the same spirit as best-response adjustment but is sufficient for our purposes as it a
construct the following indirect single step transition. First, suppose that playeri ’s action
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mutates fromβ to α. Then, let playeri move and choose an at-least-as-good-as-resp
in which she persists with actionα but deletes the link withj . This strategy increases h
payoff as compared to the current strategy, sincec > e. Now get playerj to move: her bes
response is to persist with actionβ (sincen is large), and form a link with playeri, since
c < f . Finally, allow playeri to move and her best response is to switch back from ac
α to β . This completes the one-step transition.

Thus, as explained above, suppose that mutations only affect the actions of p
and that players choose with positive probability any strategy that yields (weakly
higher payoffs as compared to current strategy. Letc̄ be the cut-off value considered
Theorem 3.1. Then, using the above arguments, it is not difficult to show the follo
result: If c < c̄ (c̄ < c) thenβ (α) is the unique stochastically stable action, forn large
enough.

4.6. Simultaneity of actions and links

We assume that players can form links and choose actionssimultaneously.In
independent works, Droste et al. (1999) and Jackson and Watts (2002) also study
sided link model where directly connected agents play a bilateral game, but allo
players to choose links and actions inseparaterevision stages. They find that if th
costs of link formation are high, all those states where players choose a common
are stochastically stable, i.e.either of the two actions may obtain. The contrast with o
analysis arises out of the assumption that individuals choose links and actions at s
stages, i.e. players choose links taking actions as given while they choose actions
the links as a given. Instead, in our setting, any individual undertaking a revision is al
to modifybothher action and her supported links. Our arguments pertaining to altern
models of link formation clarify that it is this simultaneity of actions and link format
decisions and not the one-sided nature of link formation that is critical for the differen
the results. This would motivate an examination of the effects of varying levels of flexi
in the two choice dimensions, links and actions—for example, one could allow fo
possibility that link revision might be more rigid than action change.

5. Conclusion

We develop a simple model to study the interaction between partner choic
individual behavior in games of coordination. We suppose that two players can p
game only if they have a link between them. Our analysis shows that individual att
to balance the costs and benefits of link formation yield a unique network. We also
however, that thedynamicsof network evolution have a powerful impact on the nat
of social coordination: at low costs of forming links, individuals coordinate on the
dominant action, while for high costs of forming links individuals coordinate on
efficient action. These findings are robust to modifications in the link formation pro
different specifications of link formation costs, alternative models of mutations as w
the possibility of interaction among indirectly connected players.
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Appendix A

Proof of Proposition 3.1. The proof of part (a) follows directly from the fact thatc < f

and is omitted. We provide a proof of part (b). In this casef < c < b. We first show
that ai = aj = a, if i, j belong to the same component. Suppose not. Ifḡij = 1, then it
follows that the player forming a link can profitably deviate by deleting the link, s
c > f . Similar arguments apply ifi and j are indirectly connected. We next show th
if i ∈ g′ andj ∈ g′′, whereg′ andg′′ are two components in an equilibrium networkg,
thenai �= aj . If ai = aj then the minimum payoff toi from playing the coordination gam
with j is b. Sincec < b, playeri gains by forming a link, i.e. choosinggij = 1. Thusg is
not an equilibrium network. The final step is to note that since there are only two a
in the coordination game, there can be at most two distinct components. We note t
completeness of each component follows from the assumption thatc < b.

We next prove part (c). There are two subcases to consider:c > max{b,f } or b < c < f.

(Note, of course, that the former subcase is the only one possible ifb > f.) Suppose firs
that c > max{b,f }, and letg be an equilibrium network which is non-empty but a
incomplete. From the above arguments in (b), it follows that ifḡi,j = 1, thenai = aj = α.
Moreover, ifaj = β, then playerj can have no links in the network. (These observati
follow directly from the hypothesis thatc > max{b,f }.) However, sinceg is assumed
incomplete, there must exist a pair of agents,i and j, such thatḡij = 0. First, suppose
thatai = aj = α. Then, sincec < d, it is clearly profitable for either of the two players
deviate and form a link with the other player. Suppose next thatai = aj = β . Then, players
i andj can have no links and, furthermore, sinceg is non-empty, there must be at lea
two other playersk, l ∈ N such thatak = al = α. But then playeri can increase her payo
by choosing actionα and linking to playerk. Finally, consider the case whereai �= aj and
let playeri chooseβ . Then, if this player deviates to actionα and forms a link with playe
j she increases her payoff strictly. We have thus shown thatḡij = 0 cannot be part of a
equilibrium network. This proves that a non-empty but incomplete network cannot be
equilibrium network in the first sub-case considered.

Consider now the caseb < c < f and suppose, for the sake of contradiction, thatg is
an equilibrium network which isnon-empty but incomplete. Sinceb < c < d , it follows
directly that not every player chooses actionα or β . Moreover, in the mixed configuration
all the players who chooseα are directly linked (sincec < d), there is a link betwee
every pair of players who choose dissimilar actions (sincec < f ), but there are no link
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between players choosingβ (sinceb < c). But then it follows that every player choosin
β can increase her payoff by switching to actionα. This contradicts the hypothesis that t
mixed configuration is an equilibrium. This completes the argument for part (c).

Part (d) is immediate from the hypothesis thatc > d . �
Proof of Proposition 3.2. We start proving part (a). In view of part (a) of Proposition 3
and the fact that the underlying game is of a coordination type, the inclusionSα ∪ Sβ ⊂ S∗
is obvious. To show the converse inclusion, take any profiles such that the setsA(s) ≡
{i ∈ N : ai = α} andB(s) ≡ {j ∈ N : aj = β} are both non-empty. We claim that such as
cannot be an equilibrium.

Assume, for the sake of contradiction, that such a states is a Nash equilibrium of the
game and denoteu ≡ |A(s)|, 0 < u < n. Recall from Proposition 3.1 that every Na
network in this parameter range is complete. This implies that for any playeri ∈ A(s), we
must have

(u − 1)d + (n − u)e − ν(i;g) · c � (u − 1)f + (n − u)b − ν(i;g) · c, (12)

and for playersj ∈ B(s),

(n − u − 1)b + uf − ν(j ;g) · c � (n − u − 1)e + ud − ν(j ;g) · c. (13)

It is easily verified that (12) and (13) are incompatible.
Now, we turn to part (b). The inclusionSα ∪ Sβ ⊂ S∗ is trivial. To show that the

inclusion is strict for large enoughn, consider a states where bothA(s) andB(s), defined
as above, are both non-empty and complete components. Specifically, focus atten
those configurations that are symmetric within each component, so that every player
A(s) supports(u − 1)/2 links and every player inB(s) supports(n − u − 1)/2 links.
(As before,u stands for the cardinality ofA(s) and we implicitly assume, for simplicity
that u andn − u are odd numbers.) For this configuration to be a Nash equilibrium
must have that the players inA(s) satisfy

d(u − 1) − u − 1

2
c � f

u − 1

2
+ b(n − u) − c(n − u) (14)

where we use the fact that, in switching to actionβ, any player formerly inA(s) will have
to support herself all links to players inB(s) and will no longer support any links to oth
players inA(s)—of course, she still anticipate playing with those players fromA(s) who
support links with him.

On the other hand, the counterpart condition for players inB(s) is

(n − u − 1)b − n − u − 1

2
c � du + e

n − u − 1

2
− cu (15)

where, in this case, we rely on considerations for players inB(s) that are analogous t
those explained before for players inA(s). Straightforward algebraic manipulations sh
that (14) is equivalent to

u � 1 2d − c − f + 2(b − c)
, (16)
n n 2b + 2d − 3c − f 2b + 2d − 3c − f
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and (15) is equivalent to

u

n
� 1

n

c + e − 2b

2b + 2d − 3c − e
+ 2b − c − e

2b + 2d − 3c − e
. (17)

We now check that, under the present parameter conditions,

2b − c − e

2b + 2d − 3c − e
>

2(b − c)

2b + 2d − 3c − f
. (18)

DenoteY ≡ 2b − c, Z ≡ 2b + 2d − 3c, and rewrite the above inequality as

Y − e

Y − c
>

Z − e

Z − f
, (19)

which is weaker than
Y − e

Y − f
>

Z − e

Z − f
(20)

since c > f. The functionζ(z) ≡ (z − e)/(z − f ) is uniformly decreasing inz since
b > f > e. Therefore, sinceY < Z, (20) obtains, which implies (19). Hence it follow
that, if n is large enough, one can find suitable values ofu such that (16) and (17) jointl
apply. This completes the proof of part (b).

We now present the proof for part (c). We know from Proposition 3.1 that the com
and the empty network are the only two possible equilibrium networks. Sincec > b >

f > e, it is immediate that, in the complete network, every player must chooseα and this
is a Nash equilibrium. Then note that, for theempty network to be an equilibrium, it shou
be the case that no player has an incentive to form a link. This implies that every
must chooseβ . On the other hand, it is easy to see that the empty network with eve
choosingβ is a Nash equilibrium.

The proof of part (d) follows directly from the hypothesisc > max{d, b,f, e}. �
Proof of Proposition 3.3. It is enough to show that, from any given states0, there is a
finite chain of positive-probability events (bounded above zero,since the number of state
is finite) that lead to a rest point of the best response dynamics.

Choose one of the two strategies, sayβ , and denote byB(0) the set of individuals
adopting actionβ at s0. Order these individuals in some pre-specified manner and sta
with the first one suppose that they are given in turn the option to revise their choices
concerning strategy and links). If at any given stageτ , the playeri in question does no
want to change strategies, we setB(τ + 1) = B(τ) and proceed to the next player if som
are still left. If none is left, the first phase of the procedure stops. On the other hand, if
playeri considered at stageτ switches fromβ to α, then we makeB(τ + 1) = B(τ)\{i}
and, at stageτ + 1, re-start the process with the first-ranked individual inB(τ + 1), i.e.not
with the player followingi. Clearly, this first phase of the procedure must eventually
at some finiteτ1.

Then, consider the players choosing strategyα at τ1 and denote this set byA(τ1) ≡
N\B(τ1). Proceed as above with a chain of unilateral revision opportunities given t
players adoptingα in some pre-specified sequence, restarting the process when a
switches fromα to β . Again, the second phase of the procedure ends at some finiteτ2.
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By construction, in this second phase, all strategy changes involve an increase
number of players adoptingβ , i.e. B(τ2) ⊇ B(τ1). Thus, if the network links affecting
players inB(τ1) remain unchanged throughout, it is clear that no player in this set w
like to switch toα if given the opportunity atτ2 + 1. However, in general, their netwo
links will also evolve in this secondphase, because individual players inA(τ1) may form
or delete links with players inB(τ1). In principle, this could alter the situation of individu
members ofB(τ1) and provide them with incentives to switch fromβ to α. It can be shown
however, that this is not the case. To show it formally, consider any given typical indiv
in B(τ1) and denote bŷrh, h = α,β , the number of links received (but not supported)
this player from players choosing actionh. On the other hand, denoteû ≡ |A(τ1)|. Then,
since the first phase of the procedure stops atτ1, one must have

max
qα,qβ

b
(
qβ + r̂β

) + f
(
qα + r̂α

) − c
(
qα + qβ

)
� max

qα,qβ
e
(
qβ + r̂β

) + d
(
qα + r̂α

) − c
(
qα + qβ

)
(21)

for all qα, qβ such that 0� qα � û − r̂α , 0� qβ � n− û − 1− r̂β . Now denote bỹrh and
ũ the counterpart of the previous magnitudes (r̂h andû) prevailing atτ2. We now show tha
ũ � û, r̃α � r̂α , andr̃β � r̂β . First, we note that̃u � û by construction of the process. Ne
note that ifr̃α > r̂α then this implies that some player who chooses actionα has formed
an additional link with playeri in the interval betweenτ1 andτ2. This is only possible if
c < e. It also implies that playeri did not have a link with this player atτ1. This is only
possible ifc > f , a contradiction. Thus̃rα � r̂α . Finally note that̃rβ � r̂β follows from
the fact that the all the players choosingβ at τ1 do not revise their decisions in the interv
betweenτ1 andτ2.

Therefore, (21) implies

max
qα,qβ

b
(
qβ + r̃β

) + f
(
qα + r̃α

) − c
(
qα + qβ

)
� max

qα,qβ
e
(
qβ + r̃β

) + d
(
qα + r̃α

) − c
(
qα + qβ

)
for all qα, qβ such that 0� qα � ũ − r̃α , 0 � qβ � n − ũ − 1 − r̃β . This allows us to
conclude that the concatenation of the two phases will lead the process to a rest p
the best response dynamics, as desired.�
Proof of Lemma 3.1. The proof is constructive. Lets ∈ Sh, h = α,β, and order in some
arbitrary fashion all other states inSh\{s}. Also order in some discretionary manner
pairs(i, j) ∈ N × N with i �= j. For the first state inSh\{s}, says1, proceed in the pre
specified sequence across pairs(i, j) reversing the links of those of them whose links
different from what they are ins one at a time. This produces a well-defined path join
s1 to s, whose constituent states define a set denoted byQ1. Next, consider the highes
ranked state inSh\Q1, says2. Proceed as before, until states2 is joined to either states or
a state already included inQ1. Denote the states included in the corresponding path byQ2.
Clearly, when a stagen is reached such thatSh\(⋃n

�=1 Q�) = ∅, the procedure describe
has fully constructed the desireds-tree restricted toSh. �
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Proof of Lemma 3.2. Let sα andsβ be generic states inSα andSβ , respectively. We wan
to determine the minimum number of mutations needed to transit across a pair of th
either direction.

(1) First, consider a transition fromsβ to sα and letk be the number of mutation
triggering it. If this transition is to take place via the best-response dynamics after th
many mutations, there must be some player currently choosingβ (i.e. who hasnotmutated)
that may then voluntarily switch toα. As before, denote byqh the number of active links
this player supports to players choosingh (h = α,β) and letrh stand for the number o
passive links she receives from players choosingh (h = α,β). The payoff from choosing
α for that player is given by

πα = rαd + rβe + qα(d − c) + qβ(e − c). (22)

On the other hand, the payoff to choosingβ is given by

πβ = r̂αf + r̂βb + q̂α(f − c) + q̂β(b − c), (23)

whereq̂h and r̂h have the same interpretation of active and passive links as before
associated to the possibility that the player choosesβ. Clearly, we haveqh = q̂h and
rh = r̂h for eachh = α,β. Concerning the passive links, this is immediate; for ac
links, it follows from the fact that, sincec < e, a player will want to create links to a
unconnected players, independently of what they do. Analogous considerations also
that

(i) rα + qα = k, and
(ii) rβ + qβ = n − k − 1.

Thus, in sum, for a transition from some state inSβ to a state inSα to be triggered, one
must have

πα − πβ = (
rα + qα

)
(d − f ) − (

rβ + qβ
)
(b − e)

= k(d − f ) − (n − k − 1)(b − e) � 0.

Let mβ,α stand for the minimum number of mutations which lead to such a trans
The above considerations imply that

mβ,α � b − e

(d − f ) + (b − e)
(n − 1), (24)

which gives us the minimum number of mutations that arenecessaryfor a transition from
anystatesβ to somesα . However, denoting by�z� the smallest integer no smaller thanz,
suppose that thestrategiesof⌈

b − e

(d − f ) + (b − e)
(n − 1)

⌉

players undergo a simultaneous mutation from any particular statesβ (i.e. these player
maintain their links but switch fromβ to α). Thereafter, the repeated operation of the b
response dynamics is sufficient to induce a transition to a statesα . Thus the necessar
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number of mutations computed above is also sufficient to induce a transition from anysβ

to somesα . That is, the inequality in (24) holds with equality.
(2) Consider on the other hand, the transitionsα to sβ. Using the expressions (22) an

(23), we can deduce that the minimum number of mutationsmα,β needed to transit from
some state inSα to a state inSβ satisfies

mα,β � d − f

(d − f ) + (b − e)
(n − 1). (25)

As in the first case, this gives us the minimum number of mutations needed
transition. However, consider any statesα and suppose that the strategies of⌈

d − f

(d − f ) + (b − e)
(n − 1)

⌉
players undergo a simultaneous mutation (i.e. they maintain their links but switch frα

to β). It again follows that the operation of the best-response dynamics suffices to i
a transition to a statesβ . That is, (25) holds with equality.

To conclude, simply note that, ifn is large enough,⌈
b − e

(d − f ) + (b − e)
(n − 1)

⌉
<

⌈
d − f

(d − f ) + (b − e)
(n − 1)

⌉
,

sinced − f < b − e. �
Proof of Lemma 3.4 (Sketch). The proof proceeds in the same way as the pro
Lemma 3.3. We therefore only spell out the main computations.

(1) First, consider transitions from statesβ to statesα and let k be the number o
mutations triggering it. We focus on a player currently choosingβ and aim at finding
the most favorable (i.e. least mutation-costly) conditions that would induce him to s
to α. Along the lines explained in the proof of Lemma 3.3, this leads to the following lo
bound:

mβ,α � b − c

(d − f ) + (b − c)
(n − 1) ≡ H, (26)

which again can be seen to be tight in the sense that, in fact,mβ,α = 〈H 〉—recall that�z�
stands for the smallest integer no smaller thanz.

(2) Analogous considerations for a transition from statesα to statesβ leads to the lowe
bound

mα,β � d − c

(b − e) + (d − c)
(n − 1) ≡ H ′, (27)

which is also tight, i.e.mβ,α = �H ′�.
(3) Finally, to study how the sign ofmβ,α − mα,β changes for largen as a function ofc,

note that

H − H ′ ≡ 
(c) = (b − c)(b − e) − (d − f )(d − c)

[(d − f ) + (b − c)][(b − e) + (d − c)] (n − 1). (28)

Observe that the denominator of
(c) is always positive, the numerator is decreasing inc,

and is moreover negative atc = b. This completes the proof.�



206 S. Goyal, F. Vega-Redondo / Games and Economic Behavior 50 (2005) 178–207

r

xcept

e

ve at a
rom

state

e new

ion

8–

In

d.

Mimeo.

e

Proof of Lemma 3.5. Fix somes ∈ Sα,β , with the playersA(s) andB(s) of theα andβ

components displaying respective cardinalities|A(s)| ≡ u > 0 and |B(s)| ≡ n − u > 0,
respectively. To address the first part of the lemma, suppose that a playeri ∈ B(s)

experiences a mutation, which has the effect of switching her action fromβ to α and the
deletion of all her links with players inB(s). Now consider the players in the setB(s)\{i}.
There are two possibilities: either all of them wish to retain actionβ , or there is a playe
who wishes to switch actions.

In the former case, let all of them move and they will retain their earlier strategy e
for one change: they will each delete their link with playeri, sincef < c < b. We now get
players inA(s) to move and they all form a link with playeri, sincef < c < b < d . It may
be checked that we have reached an equilibrium states′, with A(s′) � A(s) + 1.

Consider now the second possibility. Pick a playerj ∈ B(s)\{i}, who wishes to switch
actions fromβ to α. It follows that this player will delete all her links with players inB(s)

and form links with all players inA(s) (sincee < f < c < b < d). We then examine th
incentives of the players still choosing actionβ , i.e., players in the setB(s)\{i, j }. If there
are no players who would like to switch actions then we repeat step above and arri
new state with a largerα-component. If there are players who wish to switch actions f
β to α then we get them to move one at a time. Eventually, we arrive at either a new
s′ ∈ Sα,β , or we arrive at a states′ ∈ Sα .

In either case, we have shown that starting from a states ∈ Sα,β , we can move with
a single mutation to a states′ such thatA(s′) � A(s) + 1. Sinces ∈ Sα,β was arbitrary,
the proof is complete for the first part. The second conclusion concerning som
equilibrium states′′ with |A(s′′)| � |A(s)| − 1 is analogous. �
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